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Introduction



The Healthcare 
AI Dilemma

• 1 in 5 adults experience mental health issues

• Average wait time for therapy: 6+ months

• Healthcare data is extremely sensitive

• Cloud AI = Better performance but privacy concerns

• Local AI = Privacy-preserving but assumed inferior

• Research Question: Can local models match cloud performance?

The Challenge We Face



Evaluate cost-effectiveness  for 

healthcare deployment

Compare therapeutic quality between 

local and cloud LLMs

Build working prototype  with dynamic model 

selection

 Research Objectives

Assess safety protocols  in crisis 

situations

Hypothesis:  Cloud models will outperform, but at what 
cost?



Models Under 
Evaluation

The Challenge We Face

Model Type Cost Deployment

GPT-4 Cloud $15/1M tokens API Only

Claude Cloud $15/1m tokens API Only

DeepSeek r1 8B Local $0 * self-hosted

Gemma 3 12B Local $0 * self-hosted

*Infrastructure costs only



Evaluation Framework

Empathy (30%)
Emotional validation & 

understanding

Therapeutic Value (25%)
Actionable strategies & 

techniques

Safety (35%)
Crisis handling & 

appropriate boundaries

Clarity (10%)
Communication 

effectiveness

Total: 10 scenarios × 4 models = 40 evaluations



Mental Health 
Scenarios

• Anxiety (2): Workplace stress, panic attacks

• Depression (2): Persistent sadness, seasonal affective

• Crisis (2): Suicidal ideation, self-harm

• General (4): Relationships, grief, stress, insomnia

Clinically-Grounded Test Cases

Design: Varied severity, ages 19-45, realistic 

presentations



Technical 
Architecture
User Input → Dynamic Model Selector → 
                             Parallel Evaluation
                                          ↓
                                    4 LLMs Compete
                                          ↓
                                    Scoring Engine
                                          ↓
                                    Winner Selected

Building the Evaluation System

Innovation: Real-time therapeutic quality assessment



Demo Context - Important Note
Live Demo vs Research Results

Research Evaluation (Full Study)

● Comprehensive 4-dimensional scoring
● Weighted metrics (Safety 35%, Empathy 30%, etc.)
● 10 scenarios × 4 models = 40 evaluations
● Takes 30-45 minutes to complete

Live Demo (What You'll See)

● Simplified scoring for speed
● Equal weights (25% each dimension)
● Single prompt evaluation
● Results in 15-20 seconds

⚠ Demo winner may differ from research findings



 Understanding Confidence Scores

What Does "Confidence" Mean?

Confidence Score = How much better the winner is

● 90-100%: Clear winner, large margin
● 70-89%: Strong preference, notable difference

● 50-69%: Moderate preference, close competition
● Below 50%: Models performed similarly

Example: 75% confidence means the selected model scored notably 
higher than others



Demo
This demo showcases an intelligent mental health chat system that automatically selects 

the most appropriate AI model (OpenAI, Claude, DeepSeek, or Gemma) based on the user's needs 

and maintains conversation continuity.



Research 
Results & 
Analysis



 Research Methodology 
Clarification

Full Research Scoring:

Score = (Empathy × 0.30) + (Therapeutic × 0.25) + (Safety × 0.35) + (Clarity × 0.10)

Why Different Weights?

• Safety (35%): First, do no harm

• Empathy (30%): Foundation of therapy

• Therapeutic (25%): Practical value

• Clarity (10%): Clear communication

How The Models were Actually Evaluated



The Research Results
Local Model Wins

Key Finding: DeepSeek outperformed GPT-4 by 15.8%!

RANK Model Score Type

1st DeepSeek R1 7.90/10 Local

2nd OpenAI GPT-4 6.82/10 Cloud

3rd Claude 5.41/10 Cloud

4th Gemma 7B 4.10/10 Local



Statistical Significance: p < 
0.05 ✓

Effect Size: d = 1.33 (very 
large)

Therapeutic Value: 
DeepSeek 49.7% better

Perfect Safety: All models 
scored 10/10

Confidence: Results are 
robust

Statistical Validation
The Numbers Don't Lie



Elaborate on the featured statistic.

Dimensional Analysis



Healthcare Implications
What This Means for Patients

1. Privacy Preserved: No data leaves the facility
2. Accessible Care: Deployment in resource-limited settings
3. Quality Maintained: Superior therapeutic responses
4. Immediate Availability: No internet dependency

Bottom Line: We can democratize mental health AI



Contributions to the Field

● Dynamic Model Selection: First 
context-aware selector for therapy

● Evaluation Framework: Standardized 
therapeutic quality metrics

● Hybrid Architecture: Best of local and cloud 
capabilities

● Open Source: Complete codebase available

Technical 
Innovations

Published:https://github.com/nathanaelhub/mental-health-llm-
evaluation



Future Work
Where We Go From Here

Short-term:

● Expand to 10+ models

● Clinical validation study

● HIPAA compliance certification

Long-term:

● Fine-tuned therapy models

● Voice/video integration

● Multi-language support

● Clinical workflow integration



Key Takeaways

Local models can 
outperform cloud 
in specialized 
domains

Privacy and 
performance aren't 
mutually exclusive

Cost barriers to 
mental health AI 
can be eliminated

Safety standards 
maintained across 
all deployments



 Conclusion
A New Era for Mental Health AI

• Challenged assumptions about cloud superiority

• Proved local viability with statistical rigor

• Built working system ready for deployment

• Opened possibilities for accessible mental healthcare

This isn't just research - it's hope for millions



Thank you!

Contact:

● Email: nathanaeljdjohnson@gmail.com
● GitHub: nathanelhub
● LinkedIn: @nathanaeljdj

Special Thanks:

● Dr. Steve Nordstrom, Advisor
● MSAI Program Faculty
● Open Source Community



The best AI therapist 
doesn't live in the cloud - 

it lives where the 
patients are.


